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How does data science help us?
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Tumor growth pattern detection

Source: P. Ambrosini
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Source: NASA
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Can data science fail?
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“Algorithms are written and maintained by people, and machine learning

algorithms adjust what they do based on people’s behavior. As a result

algorithms can reinforce human prejudices.”

C.C. Miller. When algorithms discriminate, NYT, 2019.
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What is bias?

• Systematic errors that create unfair outcomes

• Sources: algorithm design, biased data collection or selection

• Algorithms learn and perpetuate bias
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http://gendershades.org/overview.html
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Complex systems raise concern

• Why this ad?

• Why this discount?

• Why this recommendation?

• Why was I rejected?

• Can I change the outcome?

• When will the system fail?
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FATML/FAT* Field

https://www.fatml.org/
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Regulation: GDPR

“Data subjects have a right to meaningful information about the logic

involved and to the significance and the envisaged consequence of au-

tomated decision-making”
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Ethics
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Fair, Transparent and Accountable Data Science
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Research questions
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Transparency

How can we provide

clear and actionable

explanations?

Fairness

How do we avoid

biased and unfair

conclusions?

Accountability

How to evaluate

potential harms and

enable recourse?
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Objective Develop algorithms that are: transparent, fair and

actionable, while ensuring utility & performance

Approach Human-centric approach to understanding how users,

stakeholders, regulators, data scientists experience a system and

how the system impacts them
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How can we provide

clear and actionable

explanations?

How do we avoid

biased and unfair

conclusions?

How to evaluate

potential harms and

enable recourse?
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How can we provide clear and actionable explanations?

Example: explaining errors for user trust
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Transparency through explainability

• Algorithm outputs must be understandable and transparent to

the decision makers and the subjects impacted by them

• Explainability: is the extent to which the output can be

explained to human subjects to enhance trust and enable

feedback
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Explainability

Model verification

User trust

Compliance

Actionability
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Example: predicting next week’s sales

• Current model

auto-regressors

transaction history

• New model(s)

ensemble learning

40+ features

User feedback

• Model perceived as a black-box

• Counter-intuitive results

• Gain in performance vs. loss in interpretability
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Data Scientist

Stakeholder

How can I improve the forecast?

 Can I trust this forecast?

When does the forecast fail?

End-user
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How can we explain the errors of a forecasting model?

A. Lucic, H. Haned, M. de Rijke. Contrastive

explanations for large errors in retail. IJCAI,

Explainable AI workshop 2019.
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What is a good explanation?

“The key insight is to recognise that one does not explain events per se, but

that one explains why the puzzling event occurred in the target cases but

not in some counterfactual contrast case.”

“Why A and not B?”

D. J. Hilton. Conversational processes and causal explanation, Psychological Bulletin, 1990.
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Explain errors to enhance trust

• MC-BRP Monte Carlo Bounds for Reasonable Predictions

• Identifying unusual properties of a particular observation – we assume large

errors occur due to unusual features in the test set that are not present in

the training set

• Given an erroneous prediction, MC-BRP generates:

1. Feature values that would result in a reasonable prediction, based on the n most

important features

2. General trends between each feature and the target variable

A. Lucic, H. Haned, M. de Rijke. Contrastive explanations for large errors in retail. IJCAI, Explainable

AI workshop 2019.
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Contrastive explanations for large forecasting errors

Input Trend Value Reasonable range

A As input increases, sales increase 9628.00 [4140,6565]

B As input increases, sales increase 18160.67 [8290,15322]

C As input increases, sales increase 97332.00 [51219,75600]

D As input increases, sales decrease 226.00 [95,153]

E As input increases, sales decrease 2013.60 [972,1725]
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Contrastive explanations for large errors

We ask our users the following subjective

questions:

• Q1: I understand why the model

makes large errors in predictions

• Q2: I would support using this model

as a forecasting tool

• Q3: I trust this model

• Q4: In my opinion this model

produces mostly reasonable outputs
Q1− Errors Q2− Deploy. Q3− Trust Q4− Confidence

Control Treatment
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Lessons learned

• Explanations generated by our method help users understand why models

make large errors

• Explanations do not have a significant impact on support in deploying the

model, trust in the model, or perceptions of the model’s performance
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Algorithmic aversion

“We show that people are especially averse to algorithmic forecasters after

seeing them perform, even when they see them outperform a human fore-

caster. This is because people more quickly lose confidence in algorithmic

than human forecasters after seeing them make the same mistake”

Dietvorst et al. Algorithm aversion: People erroneously avoid algorithms after seeing them err. Journal

of Experimental Psychology, 2015.
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Explanations are not enough

  

Data Scientist

Stakeholder

How can I improve the forecast?

 Can I trust this forecast?

When does the forecast fail?

End-user
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Explanations are not enough

A counterfactual describes the smallest required change to a feature value that

changes the prediction to a predefined desired output

• Model forecast for next week is 5,000

• Question Which feature values must be changed to decrease the forecast to

4,000?

• Counterfactual If your delivery on the weekend is no longer free, you will

decrease the forecast to below 4,000 transactions

Wachter et al. Counterfactual explanations without opening the black box: Automated decisions and

the GDPR, Harvard Journal of Law & Technology, 2018.
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“Most of us as AI researchers

are building explanatory agents for

ourselves, rather than for the in-

tended users”

T. Miller et al. Beware of inmates running the Asylum, IJCAI Workshop on explainable AI, 2017.
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How can we provide

clear and actionable

explanations?

How do we avoid

biased and unfair

conclusions?

How to evaluate

potential harms and

enable recourse?
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How do we avoid biased and unfair conclusions?

Example: building fair models

43 / 72



Source: M. Hardt
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Fairness

• Fairness is concerned with how outcomes are assigned to particular groups of

individuals

• Core principle: avoid bias even if it is supported by data, as to avoid the

perpetuation of existing discrimination

• Fairness is a political construct: someone decides
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Fairness: avoid harm

• Harm of allocation when a system allocates or withholds certain groups,

an opportunity or a resource. Economically oriented view: e.g. who gets a

discount, who gets hired, who gets assistance

• Harm of representation when a system reinforces the subordination of

certain groups along the lines of identity like ethnicity, class, gender, etc

Kate Crawford’s NIPS 2017 Keynote presentation: The trouble with Bias.
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Source: https://ai.google/
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Practical limitations

• Sensitive attributes unknown

• Regulation constraints

• Stakeholders goals vs. fairness goals
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Harm of allocation
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Two groups with different outcome distributions

  

 80% positive

 20% positive
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+
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Statistical parity: subjects in protected and unprotected groups have equal probability

of being assigned to the positive prediction class
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Fairness intervention
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Statistical parity: subjects in protected and unprotected groups have equal probability

of being assigned to the positive prediction class
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What is the cost of this intervention?
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Evaluation is hard

• Sensitive attributes are unknown

• Realised outcomes are unavailable

• Fairness intervention impact is not monitored over time
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Liu et al. Delayed impact of fair machine learning, ICML 2017.
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Fairness and mitigation toolkits

https://aif360.mybluemix.net/
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Ridere et al. The price of fairness in location based advertising. FATREC 2017.
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“Any real machine-learning system seeks to make some change

in the world. To understand its effects, then, we have to con-

sider it in the context of the larger socio-technical system in

which it is embedded.”

Barocas et al. Fairness and machine learning, fairmlbook.org, 2019.
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Fair machine learning algorithms:

what do practitioners (really) need?

Dr. Aysenur Bilgin (CWI)

Dr. Fatih Turkmen (RuG)
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How can we provide

clear and actionable

explanations?

How do we avoid

biased and unfair

conclusions?

How to evaluate

potential harms and

enable recourse?
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How to evaluate potential harms and enable recourse?

The way forward
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Utility

Performance

Feasibility

Transparency

Fairness

Accountability
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Diverse

Domains
e.g. aviation, justice

Diverse

Users
e.g. pilots, judges

Diverse

Criteria
e.g. fairness, privacy

Interdisciplinary Research
social science – mathematics – computer science – law – ethics
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Aircraft safety

Adopt AI systems while ensuring transparency to

stakeholders throughout the algorithmic pipeline.

Prof. Dr. Leon Gommans
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Forensic evidence evaluation

Leveraging more performant models while ensuring

transparency through explanations.

Dr. Corina Benschop

65 / 72



Socially aware data science

Empower and connect citizens and communities in a fair

and inclusive manner, including those at the margins of

society.

Dr. Sennay Ghebreab
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Education & Outreach
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Thank you
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Fair, Transparent, and Accountable Data Science
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“Given the limited downside of just one group of people trying

to do something different in just one place for a limited time,

and the considerable upside if they succeed, my vote is that it

is worth the risk.”

D.J. Watts. Should social science be more solution-oriented? Nature Human Behaviour, 2017
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